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Propositions and predicates: A proposition. P, is
a statement that has a truth value, i.e. it is either
true (7) or false (F'). Thus, for example, the state-
ment P: the earth is flat is a proposition with truth
value F'. A compound proposition is one constructed
from elementary propositions and logical operators,
eg. PA(QV R)is a compound proposition con-
structed from the propositions PP, Q and R.

A compound proposition which is always true is called
a tautology. A compound proposition which is always
false is called a contradiction. Two compound propo-
sitions which are constructed from the same set of el-
ementary propositions are said to be logically equiv-
alent if they have identical truth tables.

A predicate, P(z), is a statement, the truth value of
which depends on the value assigned to the variable
x. Thus, for example P(x) : 22 —3 > 0 is a predicate.

Quantifiers: V, for all (sometimes called the universal
quantifier). 3, there exists (sometimes called the ex-
istential quantifier). Quantifiers convert predicates
to propositions. The proposition Jx P(x) is true if
there exists at least one value of z for which P(x) is
true. The proposition Vo P(x) is true if P(x) is true
for every value of .
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Algorithms
Suppose we have two positive integers m, n, with m greater than
n. When m is divided by n, the result is a whole number part
plus a remainder. For example given 16 and 5, then 1—? = 3,
remainder 1. The number 3 is called the quotient. 1 is called the
remainder. and 5 is called the divisor.
Algorithm to convert decimal to binary
Step 1: Divide the number by 2. Retain the quotient and record
the remainder.
Step 2: If the quotient in Step 1 is 0 then stop.
Step 3: If the quotient in Step 1 is not 0 go to Step 1 using the
quotient as the number which is divided by 2.
The binary representation of the initial decimal number is given
by the remainders in the reverse order to that in which they were
obtained.
Euclid's Algorithm for the Greatest Common Divisor of two pos-
itive integers a and b, GCD(a, b)
Step 1: Divide the larger of the two integers by the smaller.
Step 2: If the remainder is zero then stop, the GCD(a,b) is the
divisor.
Step 3: If the remainder is not zero then divide the divisor by
the remainder and go to Step 2.
Prim's Algorithm for the minimum spanning tree in a network
of n vertices.
Step 1: Choose any vertex. Choose the edge of shortest length
incident on this vertex. Call this graph P.
Step 2: Choose the edge (4, j) with the shortest length amongst
all the edges (i, k) where i is in P and k is not in P. Add this
edge to P. (If there are multiple edges of the same shortest length
then choose one of them arbitrarily.)
Step 3: If P has n — 1 edges then stop - it is a minimal spanning
tree, otherwise go to Step 2.
Binary Search Algorithm to find an element = in an ordered list
L made up of n elements a;, < a: < ... < a,.
Step 1: Check if = is greater than the middle element of the list
L. 1f this is true then set this upper half of the list to be the new
search list L. If false set the lower half of the list to be the new
search list.
Step 2: If there is only one element a;, remaining in the list then
stop. If # = ap the element is found. If = # ap the element is
not in the list.
Step 3: If there is more than one element in the list then go to
step 1.
Bubble Sort Algorithm to arrange an unordered list of n numbers
@i, az,...a, in ascending order.
Step 1: Set counter j = 2.
Step 2: Fromi=mnto j,if a; < a;— swap a; and a;_.
Step 3: Increase counter value j by 1.
Step 4: If j = n stop, the list is sorted, otherwise go to step 2.
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Sets and Venn Diagrams
Empty & Universal Sets
The empty or null set: () is the set that contains no ele-
ments.
The universal set, {{ or £: the set that contains all the
elements being considered in a particular problem.
Set membership
If an element x is a member of the set X we write x € X.
Subsets
Set B is a subset of A (written B C A) if every element of
B is an element of A, ie. f r € Bthenaxe A. f BC A
and B # A then we write B C A and B is said to be a
proper subset of A. The empty set is a subset of every

set.
i @
Equality of sets

A=Bifand only if AC B and B C A.

U

Union
AUB={z:z€ Aorxz € B}.
AUB
U >
Intersection
AnB={x:2 € Aand x € B}.
AnNB
U
Complement
A={x:x¢ A} A
u =

Set difference (or complement of B relative to A)
A—B (or A\B)={r:x € Aand z ¢ B}.

A—-DB

U

Symmetric difference

ANB

(AUB) - (AN B)
= {r:(zcAandz ¢ B)or (r ¢ Aand xz € B)}

AAB

U

Cartesian Product
Ax B={(a,b):a€ Aand be B}

Union and intersection of an arbitrary number of sets

U A=A UA U A3 U ... UA,

N A=A NAsnNAsn...NA,

Power set

The power set, P(X), of a set X is the set of all subsets

(including the empty set) of X. For example,

if X = {a.,b,c} then

P(X) = {{a},{b}. {c}. {a.b}.{a,c}. {b.c}, {a,b,c}. 0}

Set cardinality

|A| = the cardinality of the set A, that is, the number of

distinct elements of the set. So if A = {1,2,3,3,8} then

|A| = 4.

For any sets A, B, C' and X,

|AuB| =|A|+ |B|—-|AN B|.

[AUBUC|=|A|+|B|+|C|—|An B|
—|AnC|—-|BnC|+|AnBnNnC

[A x B| = [A]|B]

|P(X)| = 2" where n = | X]|.
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Commonly used sets

N - the set of natural numbers {1,2,3,...}.
Z - the set of integers, {....—3,-2,—1,0,1,2,3,...}.
@ - the set of rational numbers, {E s pg €L, q# 0}
Examples of rational numbers are:

3. 7=T,021= 25 2
R - the set of real numbers, i.e. {all numbers expressible
as finite or infinite decimal expansions}.
Examples of real numbers are:

-3.7,021, Z, 1, V2.
C - the set of complex numbers {x + /—1y :z,y € R}.

Set Algebra

AUuUB=BUA commutativity
ANB=BNA
AU(Bud)=(AuB)ucC associativity
An(BNnC)=(AnB)nC
AN(BUC)=(AnB)u(ANC) | distributivity
AUu(BNC)=(AuB)N(AUC)
Aubd=A identity
AnU=A
AUA=U complementarity
ANA=0
A=A
Au(AnB)=A absorption
AN(AUB)=A
(ANB)U(ANB) = A minimization
(AUB)N(AUB) = A
AUB=4NB de Morgan’s laws
ANB=AUB
AUA=A idempotency
ANA=A

Logic
pVg=qVp commutativity
PANG=qhp
pVigvr)=(pvg Vvr associativity
pPAGAT)=(PAG AT
pAlgvr)=(pnrg)VipAr) | distributivity
pVighrr)=(@VgAr(pVr)
pViphg) =p absorption
pAPVY=p
~(pVvq)=(~p)A(~q) de Morgan’s laws
~Prg=(~p)VI(~a)
pyVp =] idempotency
pAp=

Alternative notations for negation: —p, p




Probability
Events & probabilities:
The intersection of two events A and B is AN B.
The union of A and B is AU B.
Events A and B are mutually exclusive if they cannot both
occur, denoted AN B = () where ) is called the null event.
For any event A, 0 < P(A) < 1.
For two events A and B
P(AUB)=P(A)+ P(B)— P(An B).
If A and B are mutually exclusive then
P(AUB) = P(A)+ P(B).
Equally likely outcomes:
If a complete set of n elementary outcomes are all equally
likely to occur, then the probability of each elementary

outcome is % If an event A consists of m of these n
elements, then P(A) = %
Independent events:
A, B are independent if and only if
P(ANB) = P(A)P(B).

Conditional Probability of A given B:

P(A|B) = % it P(B)#0.
Bayes’ Theorem:
P(B|A) = 71’(.45;1;(3)_

Theorem of Total Probability:
The k events By, B, ... By form a partition of the sample
space S if BiUBaUB;3 ... UBj;, = S and no two of the B;’s

can occur together. Then P(A) = Z P(A|B;)P(B;). In

this case Bayes’ Theorem generalize:: to
P(A|B;)P(B;) .
P(B;|A) = i=1,2,...k
B = PamPE) :

If B' is the complement of the event B ,

P(B'Y=1-P(B)
and
P(A) = P(A|B)P(B) + P(A|B"P(B")

This is a special case of the theorem of total probability.
The complement of the event B is commonly denoted B.

Matrices and Determinants

The 2 x 2 matrix A = ((: 3) has determinant
4= | 2‘:ad—bc

ail  aiz ais
The 3x 3 matrix A = | a1 a2e a23 | has determinant
a3l a3z aaz

a2z  a23 (21 @23 a1 a2
|A| = an — + ais
a3z 33 31 a3 azy agzz
The inverse of a 2 x 2 matrix
a b 1 1 d —b
IfA= then A~ =
c d ad — be ( —c a

provided that ad — be # 0.

Matrix multiplication: for 2 x 2 matrices

a b a v\ _ faa+b3 ay+bd
c d B 6) \Nea+dB cy+ds

Remember that AB # BA except in special cases.

Binary Relations
A binary relation, R, from set A to set B is a subset of
the Cartesian Product, A x B. If (a,b) € R we write aRRb.
A binary relation on a set A is a subset of A x A.
For a relation R on a set A:
R is reflexive when aRa Va € A.
R is antireflexive when aRb = a # b, a,b € A.
R is symmetric when aRRb — bRa, a,b € A.
R is antisymmetric when aRband bRa — a = b,a,b € A.
R is transitive when aRb and bRe — aRe, a,b,c € A.
An equivalence relation is reflexive, symmetric and tran-
sitive.
A partial order is reflexive, antisymmetric and transitive.

Functions
A binary relation, f, on A x B is a function from A to B,
written f : A — B, if for every a € A there is one and
only one b € B such that (a,b) € f. We write b = f(a).
We call A the domain of f and B the codomain of f.
The range of f is denoted by f(A) where f(A) = {f(a) :
a€ A}
A function f : A — B is one-to—one or injective if f(a1) =
f(az) = a1 = asa.
A function f : A — B is onto or surjective if for every
b € B there exists an a € A so that b= f(a).
A function is bijective if it is both injective and surjective.
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Complexity Functions

A function f(n) = O(g(n)) if there exists a positive real
number ¢ such that |f(n)| < c|g(n)| for sufficiently large
n. More informally, we say that f(n) = O(g(n)) if f(n)
grows no faster than g(n) does with increasing n. Writ-
ing f(n) < g(n) indicates that g(n) has greater order than
f(n) and hence grows more quickly. The hierarchy of com-
mon functions is

1 <log(n) <n <n" <" <nl <n"

where ¢,k > 1.
Combinatorics

The number of ways of selecting k objects out of a total of
n where the order of selection is important is the number

of permutations: ; nl
T k)
The number of ways in which k objects can be selected
from n when the order of selection is not important is the
number of combinations:
n!
(n — k)k!

where 0l =1,n!=1-2-3-4-...-(n—1)-n.

"CJ,- —

n n
C!\: - n—k

n—:-lck :"Ck +"CL-__1
nCO +n.cl +.. .nC"_l +"Cn — 2:1
(1+2)" ="Co+"Cha+"Coa® +...+"Cp_1z"  +"Cra”

Thus the value of "C}, is given by the kth entry in the nth
row of Pascal’s triangle: 1

where elements are generated as the sum of the two ad-
jacent elements in the preceding line, the top row is des-
ignated row 0, and the left-most entry is labelled 0. For
example, the 6 in the final row above is in row 4 and is
entry 2, since both row and entry counting start at 0, i.e.

1Cy = 6.



Algebra
(x+k)(z — k) =2° — K
(x+k)? =2 +2kx + k%, (z—k)® =2 — 2ka 4+ &*
2® + K = (2 + k) (2® Fhe + k%)
Formula for solving a quadratic equation:

. —b 4+ /b? — dac
1fax2+b$+c=0then:§:2—
(1
Laws of Indices: "
m_n __ _mtn i _ _m—T TATL __InT
a"a" =a pral (a™)" =a
o] —m 1 1/n n o n/ o\
a’ =1 a ™= — a'/"=*%{a an =(3Ya)
[es

Laws of Logarithms:
For any positive base b (with b # 1)

log, A=¢ means A=5"

log, A +log, B = log, AB, log, A — log, B = log, %,
n log, A = log, A", log, 1 =0, log,b=1

log, =

log,

Logarithms to base e, denoted log, or alternatively In are

called natural logarithms. The letter e stands for the ex-

ponential constant which is approximately 2.718.

Useful Symbols and Notations

Formula for change of base: log, = =

alb a divides b

a fb a does not divide b

amod b  remainder when a is divided by b

lz] floor of x; the greatest integer
less than or equal to =

[z] ceiling of x; the smallest integer

greater than or equal to x
ged(a,b)  greatest common divisor of @ and b
lem(a,b) least common multiple of @ and b
P=qQ P and @ are logically equivalent

> a —ar4as+...+an1+an
i—1

Haa. =a; Xa2 X ... X Ap_1 X @n
i=1

Z ai the sum of the elements

ies in the set {a; : i € S}

H a; the product of the elements
i€S in the set {a; : i € S}

For example, if S is the set of odd integers between 0 and

10, and a; =i then Y a;=1+3+5+7+9 =25 and
i€s

Ha,-:1><3><5><?><9:945‘

ics

Sequences and Series

Arithmetic progression:
a,a+d,a+2d,...

a = first term, d = common difference,
kth term = a + (k — 1)d.
Sum of n terms,

Sn = %(Qa +(n—1)d)
Sum of the first n integers:
14+424+34+...+n =

1
k= 5?1(7}. +1)
k=1

Sum of the squares of the first n integers:
124224324+, +n? =

Zk2 = én{n +1)(2n+1)
k=1

Geometric progression:
a,ar, m'Q., -

a = first term, r = common ratio,
kth term = ar®~!
Sum of n terms,

_a(l—-r")

S, = 1= , provided r # 1

Sum of an infinite geometric series:

Soc = - a , —l<r<l
1—7r

Proof by Induction
Let P(n) be a statement defined for all integers n > 1.
Then if
1. P(1) is true, and
2. forall k > 1, P(k) = P(k+1) is true,
then P(n) is true for all n > 1.

This can be compactly written in symbolic form as

P(1) A (Vk(P(k) = P(k +1))) = Vn P(n).
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Graphs of common functions
Exponential functions
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Graphs of y = Inx and y = log,y x and y = log, z

The growth of some functions
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